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**Abstract** Support Vector Machines (SVMs) are widely used for classification due to their strong generalization capabilities but are sensitive to outliers and noise. To enhance robustness, we propose an SVM framework incorporating M-estimation techniques with robust loss functions, including Fair, Cauchy, Welsch, and Geman-McClure. By mitigating the influence of outliers, our approach preserves the model’s discriminative power. Additionally, we explore optimization techniques such as Genetic Algorithm (GA), Sequential Minimal Optimization (SMO), Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO), and Harmony Search (HS) to improve training efficiency. We evaluate our method on benchmark datasets with artificial noise, comparing it against conventional SVMs and other robust classification approaches. Experimental results demonstrate that our M-estimator-inspired SVM, combined with advanced optimization techniques, consistently outperforms standard SVMs in noisy environments, providing a practical solution for robust classification in real-world applications.

# Introduction Traditional SVMs are sensitive to outliers and noisy data, which can distort the decision boundary and degrade classification performances strong generalization capabilities and ability to handle complex decision boundaries using kernel functions. However, tra-ditional SVMs, including L1-SVM and L2-SVM, are highly sensitive to outliers, which can distort the decision boundary and degrade classification performance. L1-SVM tends to pro-duce sparse solutions but may be unstable, while L2-SVM, despite its computational stability, amplifies the influence of extreme values.
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To address this limitation, we incorporate M-estimators into the SVM framework, which modifies the loss function to reduce the impact of outliers. Specifically, we explored Fair, Cauchy, Welsch, and Geman-McClure loss functions, each designed to suppress large resi-duals and enhance robustness. These loss functions ensure that extreme values contribute less to the optimization process, making the model more resistant to noise.

In addition, optimizing robust SVMs requires efficient training methods. While Sequen-tial Minimal Optimization (SMO) is widely used, alternative metaheuristic algorithms such as Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO), and Harmony Search (HS) provide global optimization capabilities, improving con-vergence and classification accuracy

In this study, we propose an M-estimator-enhanced SVM framework optimized with various techniques to improve robustness and efficiency. We evaluate our approach using benchmark datasets with artificial noise, comparing its performance against conventional SVMs and other robust classification models. Our results demonstrate that integrating M-estimator-based loss functions with advanced optimization techniques significantly en-hances classification accuracy and stability in noisy environments, contributing to more robust and efficient machine learning models.

# Limitations of L1-SVM and L2-SVM

While L1-SVM and L2-SVM have been widely used, they exhibit notable limitations in handling noisy data and outliers